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Abstract

As machine learning systems become increasingly deployed to augment civic
decision-making and inform public policy, it is critical that we evaluate the stability
and robustness of their performance. In this paper, we evaluate a predictive model
of fire risk deployed in a mid-sized American city to inform the prioritization of
commercial property fire inspections. We describe here our evaluations of the
model’s performance over the 7 months since its deployment, including analyses
of the stability of the risk scores assigned to properties and the calibration of the
model’s performance for commercial properties in urban areas above and below
the poverty line. Given the high-stakes involved as machine learning systems are
deployed in civic life, regular, transparent evaluations such as these are essential in
informing citizens and stakeholders of the efficacy of predictive models.

1 Introduction

Building fires pose a serious risk to the lives and livelihoods of residents of urban centers around
the world, with nearly 475,000 building fires in the US in 2016 alone, causing over 3,000 civilian
deaths, and over $10 billion in property damage [2]. As the UN reports that the world’s population
is increasingly living in urban areas [16], urban fire departments are increasingly asked to engage
in fire risk reduction efforts like property inspections and fire safety education, [2] while grappling
with ever more limited resources. This suggests an opportunity for predictive models to help fire
departments better prioritize their risk reduction efforts. Our prior work [17] developed and deployed
a predictive model of the likelihood of a fire incident at a given address in a 1-year window, using
an XGBoost model [6] trained on 8 years of data on fire incidents (and other fire calls from the fire
department), as well as property-level features (e.g. property assessments, sale price, lot area, etc),
and deployed this model with the City of Pittsburgh’s Bureau of Fire (see Figure 4 for the model
pipeline). This work built off of prior work in fire risk modeling, such as Firebird [15] in Atlanta and
RBIS [9] in New York City, by incorporating temporal features such as property code violations and
other fire department calls (e.g. smoke alarms, gas leaks, etc), and by deploying the risk model with
the city’s fire bureau. However, given the high stakes involved, and the risk that machine learning
models may become “stale” if the input data changes (among other reasons) [11], we report here on
our approach to a longitudinal evaluation of the performance and impact of our deployed fire risk
model over the first 7 months of its deployment, inspired by others’ work on evaluations of deployed
models for welfare risk prediction, student dropout risk, and recommendations for machine learning
models used in public policy, among others [1, 8, 14]. We discuss here our approach to conducting a
suite of performance evaluations and impact assessments of our deployed commercial fire risk model.
While we also developed a fire risk model for residential properties, aggregated at the census block
(i.e. several hundred addresses) to inform community fire safety education, this model has not yet
been deployed, and thus, we report here primarily on evaluations of the commercial risk model, with
a discussion of a simulated approach to evaluating the residential model included in the appendix.
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Figure 1: Raw values of AUC and F1 for model iterations from March 4th to September 23rd

2 Performance Evaluation

2.1 Model Performance

In order for fire personnel to most effectively use the results of our model to augment their inspection
decision-making, it is critical that our model continues to rank the most risky properties highly over
time as new data is obtained. We thus report in this paper on the raw values, means, and standard
deviation of a set of model performance measures (i.e. accuracy, AUC, recall, precision, F1, and
kappa) from the logs of the retrained commercial model from its first iteration on March 4th, 2018 to
September 23rd, 2018. In Figure 1, we can see that, while the AUC has remained relatively stable
over the deployment, the F1 metric has decreased from an initial 0.30 to 0.22. As F1 is the harmonic
mean of precision and recall, we can see in the Appendix that, while the recall of the model has
improved somewhat throughout the deployment (from 0.46 to 0.48), the precision of our model has
decreased over time (from 0.21 to 0.14), which explains the corresponding decrease in F1. However,
in consultation with fire department officials at the time of deployment, they expressed a preference
for a more conservative approach to identifying risky properties, favoring recall (e.g. minimizing
false negatives) over precision (e.g. minimizing false positives), and leading us to tune our initial
hyper-parameters to optimize for greater recall. Further, as the model retrained on a weekly basis, the
hyper-parameters were not re-tuned at each iteration. To understand how this performance differs at
different risk levels, we computed the precision and recall at the top-k properties (ordered by risk
level), and find that a smaller set of the most risky properties may have a more optimal balance
between precision and recall than the full set of properties (see Figure 8 in the appendix).

2.2 Feature Importance Consistency

As the model used in the deployed system is a tree-based model (XGBoost), it splits the data on
specific feature values, and so we wanted to understand changes in these features as the model
retrains over time. We report here on changes in the feature importance from March 4th, 2018 to
September 23th, 2018 using a heat map (Figure 9 in the appendix) to display the change of the top
10 features week by week. In Figure 9, the darker colors represent greater feature importance, for
each weekly model iteration. The most predictive feature for several early model iterations is alarm
system activation (Fire Code 745), while in later model iterations the most important features are
Fire Code 743 and 5001, both related to smoke alarms. We also calculated the standard deviation
of the feature importance score over the deployment to understand which features might be less
consistently predictive. We can see in Figure 10, that Fire Code 745 (alarm system activation) has the
most variance in its feature importance over time. This suggests further work on feature engineering
to account for these variances in feature importance among the smoke detector and alarm codes.

2.3 Risk Score Stability

In our prior work [17], we describe how we discretized the risk scores (i.e. prediction probabilities)
into three risk categories through discussion with the fire inspectors and operations chiefs using
the system (low risk = 1-3, medium risk = 4-6, and high risk = 7-10). Because the risk scores are
generated anew for each property each week as the model retrains, we assessed the stability of each
property’s risk score across each weekly model iteration, inspired, in part, by Ackermann et al.’s
analysis of the list stability of officers at risk of adverse incidents [1]. We wanted to understand, as
new risk scores are generated for each property in each weekly model retraining, the extent to which
the proportion of properties in each risk category may change, as well as how likely it is that any
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Figure 2: Number of properties transitioning between risk categories

Table 1: Actual Fire Incidents and Inspection Violations after Model Deployment

Risk Category Total Properties Code 111’s Code 111-118 Code 100-199s Any Fire Code Inspection Violations No Violations Avg. Violations/Property

7-10 89 8 (9.0%) 26 (29%) 33 (37%) 39 (44%) 12 (13%) 2 (2.2%) 3.4
4-6 325 3 (1.0%) 17 (5.2%) 29 (8.9%) 51 (16%) 80 (25%) 6 (1.8%) 4.1
1-3 12962 35 (0.27%) 99 (0.76%) 139 (1.1%) 382 (2.9%) 279 (2.2%) 32 (0.25%) 4.0

given property will have a sufficient change in its predictive probability to transition from a low risk
category to a medium or high risk category, or vice versa. We first analyzed the percent of properties
in each risk bracket at each model iteration from March 4th, 2018 to September 23rd, 2018. We find
that there is a 1% decrease in the proportion of properties rated as low risk over the deployment, and
a small increase in the proportion of properties rated as medium risk (from 0.035 to 0.042) – see
Figure 11 for more detail. In Figure 2, we show the number of properties that transitioned across risk
categories (e.g. low to low, low to medium, low to high, etc) in each successive model iteration. For
properties that remained in the same risk category, we normalized it by the min and max values of the
row due to the greater number of properties in the low risk category. We see that there are infrequent
transitions from high to low and low to high (max of 4 properties), although there is an increase in
the number of properties transitioning from low to medium risk.

2.4 Post-Hoc Prediction Performance

To evaluate how well our model actually predicted the properties at risk of fires, we identify the
number and percent of fire calls of various types at properties in each of the risk categories since the
model was deployed, as another way of evaluating the model’s precision. These include Code 111s
(building fires); Code 111-118s (any structure fires, including confined cooking fires, etc.); Code
100-199s (any fire-related incident, including trash and vegetation fires); and any other Fire Code
logged after model deployment (e.g. smoke alarm activation, gas leak, etc). We also identified the
number of inspections and the rate of inspection violations found in properties at each risk level. In
Table 1, we see there is a greater percentage of Code 111s, Code 111-118s, Code 100-199s, and All
Fire Codes in the high risk category than in medium risk, and a greater percentage in the medium risk
category than low risk, which suggests that our model may be identifying the riskiest properties. In
the 6-month period after the commercial risk model was deployed, 29% of the high risk properties had
some type of structure fire incident (Code 111-118), compared to 5.2% of the medium risk properties
and 0.7% of the low risk properties. Of the 14 high risk properties that were inspected for fire safety,
violations were found in 12 properties, although this rate was similar for other risk categories. Future
work should empirically investigate the relationship between fire safety inspections, violations, and
the occurrence of fire incidents.

2.5 Differential Predictive Accuracy

Due to the significant examples of deployed machine learning systems having disparate impact on
particularly vulnerable populations ([3, 7] to name only a few), we investigated the fire risk model’s
differential predictive accuracy (what [8, 13] refer to as calibration) for commercial properties located
within lower-income neighborhoods compared to those in higher-income neighborhoods. Prior work
on socio-economic factors associated with fires suggests that low-income communities may be at
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Figure 3: Observed fire incident rates for commercial properties in census blocks with weighted
average household income below and above the poverty line. Error bars are 95% confidence interval.

greater risk of fire [12], but such communities may also have issues with the quality and coverage of
their property data [10]. According to the U.S. Census Bureau, poverty thresholds are calculated at a
household level, based on the income and the number of children and age of children in the household
[4]. However, because the granularity of the available household income data from the American
Community Survey is reported at a census block-level (comprised of hundreds of households), we
thus calculated an average weighted poverty threshold for each census block [5]. We used the poverty
income threshold of a k-person household, weighted by the percent of k-person households in the
census block, averaged across all k values in the census (1 to "7 or more"), and separated commercial
properties into those in census blocks with the weighted average household income above or below
the poverty threshold. For both groups (above and below the threshold), we calculated the observed
fire incident rate at each risk score decile (i.e. the ceiling of the predicted risk probability) following
[8, 14]. As Chouldechova et al. describe, a model is well-calibrated if each decile is monotonically
increasing and the proportion of items in each decile has an equivalent rate of adverse events across
populations [8]. We find evidence of poor calibration at lower risk deciles for commercial properties in
census blocks below the poverty line. In Figure 3, we see that commercial properties in census blocks
below the poverty line at the 2nd risk decile have an equivalent rate of fire incident as commercial
properties in blocks above the poverty line at the 5th risk decile. That is, at low risk levels, the fire
risk of commercial properties in low-income census blocks is underestimated. We are planning to
investigate why this might be the case, and how to mitigate it, as well as other measures of potential
disparate impact [8, 7, 13].

3 Discussion

As machine learning models are deployed to augment civic decision-making and influence public
policy, it is critical that we continue to monitor and evaluate the robustness of these models over
time. As others have suggested [1, 8], and which we echo here, deployed predictive models may
require criteria or measures of their effectiveness beyond the typical accuracy metrics often reported
for machine learning models. In this paper, we report on results from a suite of such evaluations
of a deployed predictive model of fire risk. We find that although our model does continue to
successfully identify risky properties in which building fire incidents occur, the precision of our
model has decreased over time, suggesting the need to re-tune hyper-parameters more regularly and
the potential benefit of limiting the number of properties recommended for inspection to a top-k
list. Additionally, further work is needed to better understand the likelihood for any given property
to transition from one risk category to another (e.g. low to high), and investigate potential causal
factors for these transition probabilities. Finally, we find evidence for some miscalibration of the fire
risk model’s performance for commercial properties in low-income census blocks at low risk levels,
suggesting future work to understand and mitigate the source of this miscalibration. Future work
should also investigate more sophisticated model types that may account for the potential spatial
and temporal auto-correlation of incidents, as well as online or reinforcement learning methods
for a deployed model to improve over time. We intend for this work to contribute to the growing
body of work on transparently monitoring and evaluating the performance, stability, and robustness
of deployed machine learning models, particularly models used to inform public policy and civic
decision-making. We hope others may learn from our findings here to develop and improve on our
models of fire risk to contribute to greater public safety and community resilience.
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Appendix

4.1 Fire Risk Model Pipeline

See Figure 4 for a visualization of the deployed model for fire risk prediction, based on the Firebird
framework [15].

4.2 Performance Metrics

For our 6 performance metrics (accuracy, AUC, kappa, precision, recall, F1) across each model
iteration, we show the raw values in Figure 5, the mean values in Figure 6, and cumulative standard
deviation in Figure 7.

4.3 Precision and Recall at Top K

In Figure 8, we rank the properties from the highest risk score to the lowest, and then calculate the
precision and recall of our model at each of the k highest risk properties.

4.4 Variance in Feature Importance

In Figure 10, we show the features from the Fire Codes with the most variance in feature importance
across model iterations, including, the "EMS call, excluding vehicle accident with injury", "smoke
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Figure 5: Raw value of the AUC, F1, Accuracy, Kappa, Recall, and Precision
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Figure 6: Cumulative Mean of the AUC, F1, Accuracy, Kappa, Recall, and Precision
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Figure 7: Cumulative Standard Deviation of the AUC, F1, Accuracy, Kappa, Recall, and Precision
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Figure 9: Feature Importance of Top 12 Features Over Time

detector activation no fire - unintentional (743)", "dispatched and cancelled on arrival (6111)", "Alarm
system activation with no fire - unintentional (745)", and "medical assist for EMS Crew (311)".

4.5 Risk Group Proportions

Figure 11 shows the proportion of properties in each risk category.

4.6 Simulated Deployment of Residential Fire Risk Model

Much like the commercial risk model, we wanted to understand the robustness and stability of a
residential risk model, where the unit of analysis is the census block rather than a single address, due
to the fire risk reduction effort – here, fire safety education programs – being done at the community
level instead of the property-level. Because this model was not deployed, we simulated the weekly
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Figure 11: Percent of Properties in Low, Medium, and High Risk Categories

Table 2: Fire Incidents for Simulated Deployment of Residential Model

Risk Score Category Total Census Blocks Code 111s Code 111-118 Code 100-199s Any Fire Code

> 0.5 283 166 (58%) 195 (68%) 204 (72%) 207 (73%)
< 0.5 59 10 (15%) 14 (23%) 16 (25%) 18 (28%)

iterations of the model by limiting the data at each iteration to only use the data available prior
to the date of that simulated weekly iteration, following [1]. In Table 2, we display the results of
this simulated residential model, finding that approximately 68% of the high risk census blocks
had building fire incidents. However, as nearly 83% of census blocks had a prediction probability
greater than 0.5, this suggests a more nuanced approach to risk score discretization may be required.
Additionally, because census blocks may contain hundreds of residential properties, there may
be multiple fire incidents, suggesting that a binary classification approach may not be the most
appropriate or effective. For our 6 performance metrics across each simulated model iteration, we
show the raw values (Figure 12), the mean values (Figure 13), and the standard deviation (Figure 14).
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Figure 12: Raw Value of Simulated Residential Deployment Over Time
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Figure 13: Cumulative Mean of Simulated Residential Deployment Over Time
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Figure 14: Cumulative Standard Deviation of Simulated Residential Deployment Over Time
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